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   موضوع کرسی ترویجی الف.

بررسیی ایین سرسین بنییا ین « وشمندهای همعنا و معیار عاملیت اخلاقی ماشین»با عنوان  این کرسیاصلی  موضوع
عنوان عیاملان اخلاقیی توانند بیه( میSuperintelligent( و فراهوشمند )Intelligentهای هوشمند )که آیا ماشین است

(Moral Agents ر نظر گرفته شوند  )چیسیت   اخلاقی و ییا برخیور اری اش شیان اخلاقیی عاملیت معیارهای و اساسا
قیرار  ار   (، و فناوری اطلاعیا Cognitive Science، علوم شناختی )فلسفه ذهن سفه اخلاق این مسئله  ر تقاطع فل

( و تأثیرا  گسیتر   آن بیر مامعیه، Artificial Intelligence, AIهای چشمگیر  ر هوش مصنوعی )و به  لیل سیشرفت
های هیای آن، و  ییدگا قیی، مفلفیهعاملیت اخلا یفبر تعر تمرکز منضو  ر همین راستا، اهمیتی فزایند  یافته است. 

 سر اش .ها، به تحلیل این موضوع میمختلف  ربار  امکان یا عدم امکان نسبت  ا ن این ویژگی به ماشین

(، Autonomous Action، عمیل خو مختیار )های اخلاقیعاملیت اخلاقی به توانایی یک مومو  برای اتخاذ تصمیم
اشار   ار .  ر فلسفه، این مفهوم معمیوً  بیه مومیو اتی بیا  هاینکنن ورویه  فتار وی رو سذیرش مسئولیت سیامدها

(، و Intentionalityمنییدی )(، نیتFree Will(، ارا   آشا  )Self-Consciousnessهییایی ماننیید خو آگییاهی )ویژگی
ه بیر اسیا  های هوشیمند، کی. بیا ایین حیام، ماشیین شیو( نسیبت  ا   میMoral Sensitivityحساسیت اخلاقی )

هیا بیه معنیای انسیانی هسیتند. ایین امیر کنند، فاقد ایین ویژگیشد  عمل میاش سین طراحیهای ها و  ا  الگوریتم
تواننید ها میکنید. آییا ماشیینها مطرح میهایی را  ربار  امکان یا چگونگی نسبت  ا ن عاملیت اخلاقی به آنسرسن
امدهای اقداماتشان به خو شان، طراحان، یا کاربرانشیان تعلید  ار   ایین های اخلاقی بگیرند  آیا مسئولیت سیتصمیم
  هند.ها هسته اصلی مسئله را تشکیل میسرسن

(، Autonomous Vehicles) و خیو آیین تا خو روهیای خیو ران Siriهای هوشمند، اش  ستیارهای صوتی مانند ماشین
هیا را اش هیا آن. ایین قابلیت هنیدرا نشان می سویا با محیطعامل ، و تگیری مستقل، تصمیمهایی مانند یا گیریتوانایی
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 و  ییدگا    ر ایین راسیتا،ها برای عاملیت اخلاقیی کیافی هسیتند  کند، اما آیا این ویژگیابزارهای سنتی متمایز می
فیلسیوفانی : نفی عاملیت اخلاقی و سذیرش عاملیت محدو  یا عملکر ی.  یدگا  نفی، که توسیط شو بررسی میاصلی 

ها بیه شو ، تأکید  ار  که ماشینحمایت می کانتا عا و انگار  ایمانویل ( و با الهام اش Searle, 1980مانند مان سرم )
 مدید همچیونبرخی فیلسوفان توانند عامل اخلاقی باشند.  ر مقابل، مندی نمی لیل فقدان آگاهی، ارا   آشا ، و نیت

بیر اسیا  ( Mind-less Morality« )اخیلاق بیدون ذهین»مفهیوم  تکییه بیرکیید و بیا تا ،(4002فلوریدی و سندرش )
( امکان عاملییت Adaptability(، و ساشگاری )Autonomy(، خو مختاری )Interactivityسذیری )معیارهایی مانند تعامل
 سذیر .ها میمحدو  را برای ماشین

هیایی ماننید سزشیکی، های هوشیمند  ر حوش ی ماشینهاگیریاین مسئله اش منظر عملی نیز اهمیت  ار . تصمیم
ر برقیی / قطیاسیامدهای اخلاقی عمیقی  اشته باشد. برای مثام،  ر معضل تراموا  تواندمیونقل ، و حملیفریقضاو  ک

(Trolley Problem یک خو روی خو ران ممکن است مجبور به انتخاب بین نجا  مان عابران ییا سرنشیینان شیو ،) .
های ماشین اسیت. عیلاو  بیر ایین، نیاشمند معیارهای مشخص برای ارشیابی اخلاقی بو ن تصمیم هاییعیتچنین موق
طور های غیرعمدی منجر شیوند، همیانتوانند به تبعیض یا آسیب( میAlgorithmic Biasesهای الگوریتمی )سوگیری

تنها ییک چیالن نهارهای عاملیت اخلاقی بنابراین، تعریف معی بینی مرم مشاهد  شد  است های سینکه  ر سیستم
 نظری، بلکه یک ضرور  عملی برای تضمین عدالت، ایمنی، و اعتما  عمومی به فناوری است.

، کیه بیر های اخلاقی اشیار   ار   بعید رفتیاری، که به توانایی تحلیل موقعیتابعا  این مسئله شامل بعد شناختی
 سر اش   و بعید امتمیاعی ، که به تعیین مسئولیت نتایج مییسذیرئولیتهای اخلاقی ماشین تمرکز  ار   بعد مسکنن

 هند  سیچییدگی موضیوع و ها بر هنجارهای امتماعی و فرهنگی مرتبط است. ایین ابعیا  نشیانکه به تأثیرا  ماشین
نیت و سیرم( و های سنتی )ماننید کاتعارض بین  یدگا  بررسیای هستند. اش منظر فلسفی، رشتهنیاش به رویکر ی بین

و  هایی  ربیار  نقینسرسینساسخ بیه و و  ر گراش اهمیت ویژ  ای برخور ار است لوریدی( های مدرن )مانند ف یدگا 
 است.مندی، و حساسیت عاطفی  ر عاملیت اخلاقی آگاهی، نیت مایگا 
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 و جایگاه موضوع : تاریخچه موضوع و سوابق نظری و دانشی سوابق دانشیب. 

غیاشین افیزون بیر آ . های هوشمند ریشیه  ر فلسیفه اخیلاق و فلسیفه ذهین  ار اشینملیت اخلاقی مبحث  ربار  عا
عاملیییت اخلاقییی را بییه مومییو ا  عقلانییی بییا ارا   آشا  و  بر اشییت و  ر اییین شمینییه  (5871کانییت )ی کییه گامهییای

هایی ( سرسین5510 ر قرن بیستم، ظهور هوش مصینوعی بیا آشمیاین فکیری تورینی  ) ،خو مختاری محدو  کر 
ماشیینها مندی آگاهی و نیت« اتاق چینی»( با آشماین 5570کر . سرم )ها مطرح های شناختی ماشین ربار  توانایی

و برخیی  ند  محتمیل  انسیت( امکان عاملیت غیرانسانی را  ر آی4052 ر مقابل،  نت )البته،  را اش اسا  انکار کر  و 
 چیارچوبی مدییدضمن ارایه   ر صد  برآمدند تاخلاقی با تصرف  ر معنای عاملیت اظر طلبانه و نیز با نگاهی تجدید ن

، گونیه ای اش عاملییت اخلاقیی را های ماشیینگیریترمیحا  اخلاقیی  ر تصیمیم به تومه وبرای تحلیل این موضوع 
بسیته  و همتقاطع فلسفه، علوم شناختی، و فناوری اطلاعا   این مساله  ر. بگیرند برای ماشینهای فراهوشمند  ر نظر

سدیید  هیوش مصینوعی نوسدیید و . است. و .. الگوریتمی سوگیری و همچنین تعریف آگاهی با چالشهای نظری  ر باب
نهیا  ر برخیی آثیار وع مهیم سر اختیه نشید  و ت ر هیچ یک اش مقاً  منتشر شد  به این موضنوساست و اش همین رو 

 میت و ماهیت این موضوع شد  است.، اشاراتی به اهترممه شد 

 : نوآوریموارد ج. 

بیه ورا   انشیگاهی محافیل علمیی و منشی  ر مهم و مبنایی است که ، سر اختن به موضوعیاین کرسی نوآوری اصلی
ای رشیتهارائه یک تحلیل مامع و بین ه ناظر ب  یگر ومه نوآورانه این کرسی این است که. ندر  بدان اشار  شد  است

بیه عنیوان را عاملیت اخلاقی  است و های سنتی و مدرن  یدگا  که تلفیقی اشهای هوشمند اش عاملیت اخلاقی ماشین
امکیان های خیاص  ر حوش و  اسا  تلقی خاص اش عاملیت اخلاقی بر و  ر نظر میگیر   تشکیکی و طیفی یک مفهوم

بنیدی عوامیل و طبقه« اخلاق بدون ذهن»طرح مفهوم     . نهای هوشمند را نفی  و انکار نمیکندعاملیت اخلاقی ماشی
های عنوان مبنایی برای گسترش مفهوم عاملیت بیه مومیو ا  غیرانسیانی، اش  یگیر منبیه( نیز به4002اخلاقی مور )

 ور .توان به حساب آکرسی میاین نوآورانه 

 : فرایند د.

  و معاصیر  کلاسییک و  مفهوم عاملییت اخلاقیی بیا اسیتنا  بیه منیابع فلسیفی  ویکر ی تحلیلی  ر گام نخست و با ر
رویکر هیا و  . سیس،، میشیو سذیری( تبییین مندی، مسئولیتهای آن )خو آگاهی، خو مختاری، نیتتعریف و مفلفه
ساییان و  ر ییک  ر .  ی میشیومطرح و بررسیاهم استدًلهای آنها  به همرا  و مشهور  ر این شمینهاصلی  یدگا  های 

 همچیون) ی هوشیمندهاماشیین بالفعیل و ریشیه ای هایمحیدو یت برشیمر نضمن   تحلیلی ارشیابی و ممع بندی
ماشینهای هوشیمند  ر ییک معنیای محیدو  و مدیید بررسیی و ارشییابی عاملیت امکان فقدان حساسیت عاطفی( و 

 .هد شدخوا
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